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Chapter 3
Image Enhancement in the Spatial Domain
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Preview

• Spatial domain 

• refers to the image plane itself, and approaches in this 

category are based on direct manipulation of pixels in an 

image 

• Frequency domain 

• based on modifying the Fourier transform of an image
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3.1 Background

• The principal approach in defining a neighborhood about a 
point (x, y) is to use a square or rectangular subimage area 
centered at (x, y), as Fig. 3.1 shows.
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• contrast stretching  - Fig.3-2(a)

• thresholding - Fig.3-2(b)
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• Masks (also referred to as filters,kernels, templates, or 

windows)

• Use a function of the values of f in a predefined neighborhood of (x, y) 

to determine the value of g at (x, y).

• Basically, a mask is a small (say, 3 × 3) 2-D array.
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3.2 Some Basic Gray Level Transformations

• Three basic types of functions used frequently for image 

enhancement 

• Fig. 3.3

• Linear (negative and identity transformations)

• logarithmic (log and inverse-log transformations)

• power-law (nth power and nth root transformations).
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• Image Negatives

s = L - 1 - r

• Fig. 3.4.

• Log Transformations

s = c log (1 + r)

• Fig. 3.5.

• Power-Law Transformations

s = c r r

• Plots of s versus r for various values of r are shown in Fig. 3.6.

• Cathode ray tube (CRT) devices example in Fig. 3.7.
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Value in the range 0 to 1.5106
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γ=1.8 to 2.5

γ=1/ 2.5
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• EXAMPLE 3.1 Magnetic resonance (MR) image transformations
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• EXAMPLE 3.2 Washed-out appearance
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• Piecewise-Linear Transformation Functions

• Contrast stretching

• Figure 3.10

• Gray-level slicing

• Figure 3.11

• Bit-plane slicing

• Figure 3.12

• Figure 3.13

• Figure 3.14
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3.3 Histogram Processing

• The histogram of a digital image with gray levels in the range [0, L-1] is a 

discrete function h(rk)=nk, where rk is the kth gray level and nk is the number 

of pixels in the image having gray level rk.

• Histograms are the basis for numerous spatial domain processing 

techniques.

• Histogram manipulation can be used effectively for image 

enhancement.

• histograms corresponding to images in Fig. 3-15.
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• Histogram Equalization

• The aim - image with equally distributed brightness levels over 

the whole brightness scale 
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Histogram Equalization
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Example

Gray-

level
0 1 2 3 4 5 6 7

r 0.00 0.14 0.29 0.43 0.57 0.71 0.86 1.00 

pixels 10 10 20 5 10 30 10 5

pr 0.1 0.1 0.2 0.05 0.1 0.3 0.1 0.05

sk 0.1 0.2 0.4 0.45 0.55 0.85 0.95 1

r' 0.14 0.14 0.43 0.43 0.57 0.86 1.00 1.00 
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Direct Histogram Specification
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• Local Enhancement

• define a square or rectangular neighborhood and move the 

center of this area from pixel to pixel.

• In Fig. 3.23, a result of local processing using relatively small 

neighborhoods.

• Example 3.6 pp.105

• Eq. 3.3-21

• Eq. 3.3-22
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3.4 Enhancement Using Arithmetic/Logic Operations

• Arithmetic/logic operations involving images are performed on a 
pixel-by-pixel basis between two or more images.

• The AND and OR operations are used for masking; that is, for 
selecting subimages in an image, as illustrated in Fig. 3.27.

• Masking sometimes is referred to as region of interest (ROI)
processing.

• Image Subtraction

• The difference between two images f(x, y) and h(x, y), expressed 
as

g(x, y) = f(x, y) - h(x, y)

• Figure 3.28
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• EXAMPLE 3.7

• Use of image subtraction in mask mode radiography.

• FIGURE 3.29

• Image Averaging

• Consider a noisy image g(x, y) formed by the addition of noise 
ŋ(x, y) to an original image f(x, y); 

g(x, y) = f(x, y) + ŋ(x, y)

• EXAMPLE 3.8

• Noise reduction by image averaging.

• FIGURE 3.30 and FIGURE 3.31 
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3.5 Basics of Spatial Filtering

• Some neighborhood operations work with the values of the image 

pixels in the neighborhood and the corresponding values of a 

subimage that has the same dimensions as the neighborhood.

• The subimage is called a filter,mask, kernel, template, or window.

• The values in a filter subimage are referred to as coefficients, rather 

than pixels.

• The mechanics of spatial filtering are illustrated in Fig. 3.32.
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• For the 33 mask, the result (or response), R, of linear filtering 

with the filter mask at a point (x, y) in the image is

R = w(-1, -1)f(x - 1, y - 1) + w(-1, 0)f(x - 1, y) + …+

w(0, 0)f(x, y) + p + w(1, 0)f(x + 1, y) + w(1, 1)f(x + 1, y + 1)

• For a mask of size m  n (on masks of odd sizes)

• assume that m=2a+1 and n=2b+1

• where a and b are nonnegative integers.
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• linear filtering of an image f of size M*N

• with a filter mask of size m  n is given by the expression:

a=(m-1)/2 and b=(n-1)/2

• For the 3  3 general mask shown in Fig. 3.33 the response at 

any point (x, y) in the image is given by
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• Smoothing Linear Filters

• Averaging filters – average of the pixels contained in the 

neighborhood of the filter mask. 

• Eq. 3.6-1

• Figure 3.34 shows two 3  3 smoothing filters.
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• EXAMPLE 3.9

• Image smoothing with masks of various sizes.

• The effects of smoothing as a function of filter size are illustrated 

in Fig. 3.35.

• As mentioned earlier, an important application of spatial averaging is 

to blur an image for the purpose getting a gross representation of 

objects of interest.

• Figure 3.36
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• Order-Statistics Filters

• median filter

• Median filters are particularly effective in the presence of 

impulse noise, also called salt-and-pepper noise.

• EXAMPLE 3.10

• Use of median filtering for noise reduction.

• Figure 3.37
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Sharpening Spatial Filters

• Some detail sharpening filters that are based on first- and second-
order derivatives, respectively.

• The derivatives of a digital function are defined in terms of 
differences.

• fundamental similarities and differences between first- and 
second-order derivatives, shown in Fig. 3.38.
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• Comparison between first- and second-order derivatives, 

• First-order derivatives generally produce thicker edges in an image. 

• Second-order derivatives have a stronger response to fine detail, 

such as thin lines and isolated points. 

• First-order derivatives generally have a stronger response to a 

gray-level step. 

• Second-order derivatives produce a double response at step 

changes in gray level.

• We also note of second-order derivatives that, for similar changes in 

gray-level values in an image, their response is stronger to a line than to 

a step, and to a point than to a line.
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• Laplacian

• use of Second Derivatives for Enhancement

• using the mask shown in Fig. 3.39.

• Eq. 3.7-5

• EXAMPLE 3.11

• Figure 3.40
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• Composite Laplacian mask

• EXAMPLE 3.12

• Fig. 3.41
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• Unsharp masking and high-boost filtering

• unsharp masking

• high-boost filtering

• Fig. 3.42

• EXAMPLE 3.13

• Figure 3.43 shows such an application



Image

Video

Processing

Laboratory

IVP Lab., CSIE@Tunghai University



Image

Video

Processing

Laboratory

IVP Lab., CSIE@Tunghai University



Image

Video

Processing

Laboratory

IVP Lab., CSIE@Tunghai University



Image

Video

Processing

Laboratory

IVP Lab., CSIE@Tunghai University

• Gradient

• Use of First Derivatives for Enhancement

• Eq. 3.7-12 & eq. 3.7-13

• use the notation in Fig. 3.44.

• EXAMPLE 3.14 – Fig. 3.45.
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Combining Spatial Enhancement Methods

• Frequently,a given enhancement task will require application of 

several complementary enhancement techniques in order to achieve 

an acceptable result.

• Examples:

• nuclear whole body bone scan - Fig. 3.46
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